CircleNLU: A Tool for building Data-Driven Natural Language Understanding System
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Abstract

Although many open-source developer tools exist for building intelligent chatbot agents, these still have limitations with a few basic features and do not provide enough support for building commercialized products and low-resource languages like Vietnamese with a whole Natural Language Understanding (NLU) life-cycle. Thus, building an in-house system will be necessary for enterprises to have a unique competitive advantage. To fill this gap, we introduce CircleNLU as a Data-Driven NLU system with a range of features such as pseudo annotation, massive deployment, machine learning (ML) development process, and others. This paper shares our system architecture and sees how it works.

1 Introduction

In recent years, the open-source chatbot frameworks like Rasa [1], DeepPavlov [3], and Botfront [9] have helped enterprises to gain momentum in developing maintainable and scalable software by reusing generic modules and libraries to focus on other areas of applications. Furthermore, some open-source, collaborative text annotation frameworks such as GATE Teamware [2], and WebAnno [6] leverage a client-server architecture to enable multi-user annotation projects. In addition, recently, some annotator tools that apply active learning to improve annotator productivity are Doccano [7], and some other commercial tools. Even though many of the source codes are publicly available, going from an open-sourced implementation to a production-ready system for a specific business domain is not enough. Therefore, we introduce our in-house system named CircleNLU, which is cloud-based built on Botfront, an open-source enterprise-grade conversational platform built with Rasa, and our custom building blocks to support our features. CircleNLU’s main principles are:

- **ML development process**: CircleNLU has built-in features that allow users to perform training/evaluating/validating/debugging in a life cycle of ML project.

- **Massive deployment**: CircleNLU is built on the custom components that are easy to scale and deploy to integrate into existing systems.

- **Multi-role support**: CircleNLU is web-based that serves different user roles and responsibilities like development team (Annotator, Reviewer, and Manager), internal agreement measurement team (Quality checker).
2 CircleNLU

2.1 Model development process

Our built-in model development process is categorized into the three stages:

- **Development stage**: One of the most difficult problems facing us is how to make ML models generalize better. We probably do not know how users act in reality but only give assumptions as our initializations. At the very early stage, we follow a process with the four steps (data collection and analysis, data preparation, model training, model evaluation). We will build the ML models that are good enough for real-world scenarios through our development process.

- **Validation stage**: We define the hidden test sets collected in real scenarios which are unknown for development teams. The dataset is held by the measurement team and is used to evaluate the performance of ML models on unseen scenarios before deploying on Production. The purpose of this stage is to ensure the responsiveness of the system.

- **Production stage**: The data in this stage is handled by the process presented in the development stage. However, we only focus on data with low confidence scores based on the results of the pre-defined ML tasks to reduce verifying time while preserving data quality. We then correct and leverage data as development data for the tasks.

Repeating this process will improve the performance of the ML models over time. During the above stages, we take both our model and data approach simultaneously. Specifically, the model approach is a methodology for selecting good baseline ML models on the initial clean and high-quality data. For the other approach, observing how the system works in real scenarios will be very important to find a new pattern or failed cases. Furthermore, it is also considered as the process of collecting, cleaning, and labeling data before feeding them into the development stage. We have developed CircleNLU to be an excellent tool for building data-driven natural language understanding systems. More details about CircleNLU will be described in the next section.

2.2 System process

2.2.1 Architecture

CircleNLU is built on top of the NLU system, which are deployed from the qualified ML models described in the previous section. Figure 1 shows the overall architecture of our system. The system consists of the five main components:

- **Web app** stands for web application that provides an interface allowing the users to work on the processes defined in the whole process. The UI and data annotation process are discussed in more detail in the next section.

- **GraphQL server** exposes data as a GraphQL API for the Web app to perform data queries.

- **NLU system** trains and runs the ML models. It exposes the API for the Client to use for text parsing and CircleNLU to use for model development and validation.

- **Event server** is a message streaming service like RabbitMQ or Kafka, which receives messages or texts from the NLU system to forward them to other services.

- **Consumer** is a service to subscribe to events from Event server then make a call to GraphQL server to add events to the database. Events are texts parsed by the NLU system.

As we mentioned in the Section 2.1, at each stage, there will be participants with different roles to ensure the correctness and fairness for the deployment of ML models. Therefore, CircleNLU system defined the four roles as below:

- **Manager** has the role of ensuring the quality of data and ML models but does not know about the hidden test sets. They are knowledgeable about ML models and must understand the problem they are dealing with.

- **Annotator** is responsible for collecting and labeling from end-users.
• **Reviewer** has the role of reviewing labeled data to ensure the consistency of the development data of the ML models. They are accountable for tackling the conflict and confusion of the Annotator and sending feedback back to the Annotator to help them improve their data labeling skills.

• **Quality checker** who is representative for the measurement team to ensure the things in the validation stage happens.

2.2.2 CircleNLU in the whole process

**In the early development stage** Preparing clean and high-quality data is the most time-consuming and labor-intensive task. However, this helps build a good baseline ML models with acceptable performance. CircleNLU makes this more straightforward with the data annotation feature. Firstly, the Manager prepares the working environment for the team according to the workflow shown in Figure 2.

Annnotator and Reviewer then do their roles and responsibilities, which are introduced in the Section 2.2.1. After the data has been labeled and reviewed, the Manager will export and send it to the development team for developing ML models, followed by the development stage. Finally, the trained model is validated on the hidden test set by the Quality checker before releasing.
In the production stage  The Web app shows pre-annotated texts or messages (e.g., these are predicted by NLU system with pseudo-labels) from user’s interaction by getting data from the Consumer component illustrated in Figure 3. Thus the data is controlled by the model development process.

![UI shows pre-annotated data from NLU system. (Right) Boxes marked green mean reviewed, unmarked mean not reviewed.](image)

2.3 Case study

In the beginning, we focused on collecting/creating our dataset and building ML models for our use-case (e.g., appointment booking) based on the given scope and booking information such as Entities (Date, Time, and Person name) and Intents (Booking, Canceling, Reschedule, and others). Firstly, we employ a joint intent classification and slot filling model introduced in JointIDSF [5] with pre-trained PhoBERT [8] as a baseline model for Vietnamese. We considered PhoBERT as a good initiation because the pre-trained PhoBERT models are the state-of-the-art language models for Vietnamese. To avoid bias, we then experiment JoinIDSF with a multi-lingual pre-trained model named XLM-RoBERTa [4]. However, this shows a good baseline overall on our dataset and which is shown in Table 1. Finally, we deploy this joint XML-RoBERTa model as a service of the NLU system to run for real scenarios with our CircleNLU.

![UI shows pre-annotated data from NLU system. (Right) Boxes marked green mean reviewed, unmarked mean not reviewed.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intent Acc.</td>
</tr>
<tr>
<td>JointIDSF + PhoBERT</td>
<td>0.934</td>
</tr>
<tr>
<td>JointIDSF + XLM-RoBERTa</td>
<td>0.928</td>
</tr>
</tbody>
</table>

3 Conclusion and future work

In this paper, we introduced our in-house CircleNLU, a cloud-based system that helps the team focus on model and data approaches at each stage of the product development process to improve system performance. In future work, we will employ the system to serve our more commercial products and apply useful features such as active learning and noise reduction to increase annotator productivity and improve NLU system performance.
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